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Abstract 

The edge detection-based has profoundly inspired recent works in image classification, object detection, segmentation, et al. 

With the growth of computer vision, the performance of edge detection has been notably improved. In this paper, we concentrate 

on presenting some edge detection technologies and grouping them into two major categories: classical edge detection 

technology and deep learning-based edge detection technology. For every team in the classification, the fundamental thoughts are 

first described, and then we probe beneath into the mainly related literature in recent years. Furthermore, the evaluation indicators 

are entirely elaborated. In addition, this conclusion is given by a comprehensive summary which provides suggestions on future 

perspectives. 

© 2021 STAIQC. All rights reserved. 
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1. Introduction 

In image processing, we regards edge detection as an essential means. Meanwhile, quickly and accurately excerpt 

edge data has become a complex problem for research [1, 2]. The gorgeous accessory image’s data acts on the edge, 

a collection of pixels with a step-change in grey intensity [3]. Edge detection has defined the background of the 

image from the target content. In the early 20th century, edge detection technology began to be studied by humans 

[4]. Until the 1960s, edge detection technology has been rapidly developed [5]. Julesz firstly proposed the concept of 

edge detection in 1959. Since then, edge detection has been diffusely applied for various practical requests, changing 

from medical, industrial, and agricultural to preconditioning some computer vision assignments, such as object 

detection, feature extraction, and image segmentation. Currently, edge detection has been gaining a developing 

quantity of awareness of communities. In medical CT images [6] and X-ray images [7], many existing problems 
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make edge detection more difficult since separating the organs with the lesion surrounding them is difficult. And in 

the handle of CT image accession, noise and other factors can also cause the edges of the image to be unclear [8]. 

However, we cannot correctly locate the size and location of the lesion due to unclear edges, which is not auspicious 

to feature extraction, target detection, and image segmentation. Furthermore, the doctor’s diagnosis will also be 

affected [9, 10]. For the industrial extraction, due to the randomness of the production processing, internal defects 

are often generated, such as cracks, inclusions, and pores [11, 12]. These defects will lead to unqualified parts [13]. 

The edge detection of the defects is helpful for the operator to identify the defect type and accurately locate the 

defect location. 

Although diverse approaches have been recommended to improve edge detection performance, edge detection 

remains a primary and long-standing puzzle [14]. In our case, edge detection technology can be separated into three 

steps. Firstly, using filters achieves noise decrease, aims at reducing the influence of rumble. Then, the pixels with a 

small range of grey scale changes are enhanced [15]. Finally, judging whether pixels are edge points of the image 

through theories such as a threshold. We found that edge detection techniques can be split into two categories by 

reviewing the related literature, which is classic edge detection technology and deep learning-based edge detection 

technology [16]. On the one hand, pixel-based and sub-pixel-based edge detection technologies are included in 

classic edge detection technology. On the other hand, pixel level edge detection technology covers several 

differential operators (such as Prewitt [17], Sobel [18], Canny [19]), morphology, and genetic theory [20], etc. [21]. 

The classification of edge detection technology is shown in Fig 1.  

In Section 2, we specifically review the classical edge detection algorithm. Section 3 summarized the edge 

detection technology with deep learning. In Section 4, we described the evaluation indexes of edge detection. And 

Section 4 gives the concluding remarks. 

 

Fig 1 Edge detection technology classification 
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2. Classical edge detection technology 

In this section, the classical edge detection technology has been introduced. The classical edge detection technology 

is separated into pixel-based edge detection technology and sub-pixel-based edge detection technology. In pixel 

level edge detection technology, the main techniques are differential operators, genetic theory, morphology, fuzzy 

theory, etc. In the sub-pixel edge detection technologies, matrix, interpolation, and fitting are the main techniques. 

2.1. Pixel-based edge detection technology 

2.1.1 Edge detection technology based on gradient level 

Differential operators realize the edge detection technology given the gradient grade. The frequently 

accustomed differential operators include Laplacian, Canny, Sobel, Roberts, Prewitt, Log, etc. Calculating the 

gradient change of the original image by Canny operator, Prewitt operator, Sobel operator [22], and Roberts 

operator for predicting edges. However, the Laplacian operator and Log operator predict the edge by the principle of 

the zero crossing dot about the second derivative. In 2021, Lu et al. [23] used adaptive filter, the gradient operator 

and bilinear interpolation to enhance the Canny edge detection effect for improving the smartphone's performance 

shows the acoustic wave filter. In the same year, Shafiabadi et al. [24] used the Canny and Sobel filter to detect the 

outline of images’ fractures for analysis the fractures in the walls. In 2010, Coleman et al. [25] found that the novel 

Laplacian operator is applied to irregularly distributed 3-D images. 

2.1.2 Edge detection technology based on mathematical morphology 

In 1995, a mathematical morphology-based fringe detection technology first was depicted. The crucial 

structural factors within mathematical morphology can achieve a better denoising effect while retaining image 

features [26], which rely on the geometric features of the image. At present, multiscale morphology-based edge 

detection technology [27], biased differential equations, merging with other algorithms, and mathematical 

morphology are included in mathematical morphology-based boundary disclosure algorithm. In 2021, Jia et al. [28] 

used a combination of the matched filter, the Gaussian primary-order derivative, the random forest, and 

mathematical morphology for obtaining the crack image quickly and accurately. In 2020, Pei et al. [29] put forward 

the latest multiscale edge extraction technology, which selected the optimal structural element scale by the variance 

of the morphological filter. In 2013, Li et al. [30] designed a new the enhanced mathematical morphology filter, 

which can combine to show the shallow and the deep boundaries. 

2.1.3 Edge detection technology based on wavelet transform 

At present, wavelet transform uses wavelet function to refine the low-frequency and high-frequency parts in 

signal of multiple scales [31-33], which realizes the edge detection of complex images. In 2021, Isar et al. [34] used 

a denoising system of the Hyper analytic Wavelet Transform before the edge detection, enhancing the robustness of 

edge detection. In the same year, Dwivedi et al. [35] used 2D-discrete wavelet transform for detecting lateral edges 

based on Haar wavelets. In 2019, Lv et al. [36] used continuous wavelet transform for detecting streamlines forming 

edges. 

2.1.4 Fuzzy theory-based edge detection technology 

Professor Zadeh from California first elaborated the edge detection technology by fuzzy theory. The core idea 

is that the event cannot be denied or affirmed [37, 38]. Through the enhancement of the image, we can get more 

detailed the image’s edge. In 2021, Kumar et al. [39] added Guided L-0 smoothen function into fuzzy concept, 

which can control the false edges is not detected. In 2019, Dhivya et al. [40] designed an technology by fuzzy logic 

for edge detection, compared PSO and neural network methods, which better edges. 
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2.1.5 Genetic theory-based edge detection technology 

In the 1970s, John Holland from the United States firstly proposed the genetic algorithm, which is a method of 

searching the optimal solution designed by chromosomes [41] to simulate the evolution of biology. In 2019, Fu et al. 

[42] combined genetic programming for Bayesian programs to extract edge features. In 2014, Xiang et al. [43] 

designed an edge features extracting algorithm by improving the genetic algorithm and OTSU algorithm.  

Table 1 Classical technology comparison 

 method Principle Advantage Disadvantage Applicable 
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of differential 

operators for edge 

detection 

Canny: Detect 

weak edges. 

Canny: slow calculation 
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programming 
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robustness to noise. 

Robert: Edge positioning 

is not accurate, and the 

extracted edge is thick. 

Robert: Low-

noise images. 

Sobel: Good 

robustness to noise, 

and accurately 

locate the edge 

Sobel: Inaccurate edge 
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Sobel: Noisy 

images with 

grayscale 
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Prewitt: Good 

robustness to noise, 

accurately locate 

the edge, and can 

remove false edges. 

Prewitt: The edge 

positioning effect is not 

as good as the Robert 

operator. 

Prewitt: Noisy 

images with 

grayscale 
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Laplacian: 

accurately locate 

the edge. 

Laplacian: Poor 

robustness to noise, and 

easy to lose edge 
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Laplacian: 

Detecting 

edge images 

prone to step 

Morphology-

based edge 

detection 
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geometric 

properties of the 
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retain features of 

the image. 

Good positioning 

effect, high edge 

detection accuracy, 

good robustness to 

noise. 

The inspected image 
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further processing 
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fuzzy theory-
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detection 
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prototype to detect 

image edges. 
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2.2. Edge detection technology based on sub-pixel level 

In recent years, the sub-pixel-based edge detection technology has dragged attention of many researchers. The 

matrix, interpolation, and suitable methods secure the edge points' coordinates at the sub-pixel level. 

2.2.1 Matrix-based edge detection technology 

The Zernike, Franklin and other matrices are used to detect sub-pixel edges [44, 45]. In 2020, Bai et al. [46] 

proposed a non-contact vision system advancing Zernike sub-pixel edge detection. In 2020, Fang et al. [47] used the 

Zernike moment and Canny operator to carry on the edge sub-pixel points. In 2019, Taibi et al. [48] combined 

Zernike, sparse coding, Steger, and Hong transformed to identify the cracks of the imaging accounts. In 2017, 

Huang et al. [49] based on fuzzy means and K-means algorithms to assemble the initial images, then applying 

Zernike moments to detect the edge. In 2015, Du et al. [50] detected the sub-pixel natural edges by Prewitt-Zernike 

of the planet centroid images. In 2015, Wang et al. [51] used Harris and Zernike to locate the edges for a tremendous 

velocity and high accuracy vision positioning system. In 2013, Wei et al. [52] developed improved morphological 

and Zernike moments for measuring the accuracy of charge-coupled device metrology systems. 

2.2.2 Interpolation-based edge detection technology  

Identify the edge of the image by interpolating the grey value of the pixel. In 2021, Lin et al. [53] used 

Interpolation for evaluating whether the chips are damageable by detecting correctly incomplete defect edges. In the 

same year, Hu et al. [54] combined mathematical morphology and cubic spline interpolation for O-ring edge 

detection. In 2018, Chen et al. [55] accurately detected the edge and removed the jag of the metal image by adaptive 

four-order cubic convolution interpolation and gradient entropy. In 2014, Lin et al. [56] designed an automated 

optical investigation system by linear Interpolation to determine the microscope edge, which fits the industry field. 

In 2013, Wang et al. [57] proposed two sub-pixel edge interpolation methods for high-resolution images.   

2.2.3 Fitting method-based edge detection technology 

We were using Gaussian fitting, least-square fitting, and other functions to locate the sub-pixel fringe [58]. In 

2019, Huan et al. [59] employed a sub-pixel’s ellipse fitting algorithm, making the fitting ellipse accuracy not less 

than 50% costlier than the pixel fringe. In 2017, Li et al. [60] proposed fitting edge point curves based on the grey 

gravity and moving least squares. In 2016, Chen et al. [61] combined the wavelet transform and the cubic B-spline 

curve interpolation to get edges, which gets higher precision. In 2011, Hagara et al. [62] used the ERF function and 

objective image function to detect the edge of 1-D images. In 2012, Sedaghat et al. [63] improved the sub-pixel 
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matching accuracy of two images by the Harris operator and the least-squares method. 

3. Deep Learning-based edge detection technology 

In this section, we will present some theories the deep learning-based edge detection technology. Due to advances in 

deep learning technology, we find edge discovery by means of deep learning has become a novel bearing [64]. 

Contrast to classical edge detection technology, the features from deep learning-based edge detection technology are 

learned from the big data rather than manually designed features. Generally, the edges were detected by deep 

learning, which are separated into three steps. Firstly, the image is inputted. Then, we need to extract the image 

edges. Finally, a fully connected layer is used for outputting the image’s edges.  

3.1. Edge detection data sets 

We use the data sets to verify the technology of deep learning. At present, many data sets have been adopted to 

appraise the function about the profile detection technology, such as BSDS500, SBD, Pascal-Context, Cityscape, et 

al. Next, we specifically introduce the data sets in Table 2. 

Table 2 Comparative analysis of data sets 

Data Sets Numbers 

image 

Image size Train 

set 

Test set Validatio

n set 

Image Source Suitable for the scene 

SBD 11355 ----------- 8498 -------- 2857 21 categories 

of images 

Multi-classification 

task 

Cityscape 7000 ----------- 2975 1525 500 Street scenes 

in 50 cities 

Semantic 

segmentation, 

instance segmentation 

BSDS500 500 481*321 200 200 100 From the 

University of 

Berkeley 

Image segmentation, 

contour extraction 

NYUD  1449 640*480 795 654 --------- Indoor scene segmentation, contour 

extraction, Edge 

detection 

Pascal-

context 

19740 ----------- 10103 9637 --------- Indoor scene 

and outdoor 

scene 

segmentation, Edge 

detection 

Pascal VOC 

2011 

17125 ----------- 1112 1111 1111 21 categories 

of images 

Segmentation, Object 

detection 

Pascal VOC 

2012 

17125 ----------- 1464 1449 1456 21 categories 

of images 

Segmentation, Object 

detection 

MDBD ----------- 1280*720 80 20 --------- Short 

binocular 

video 

sequence 

Psychophysical 

Research on Edge 

Detection of Objects 

in Natural Scenes 

3.2. Edge detection technology based on deep learning 

At present, the classical edge detection technology has made significant progress, but there are still certain 

defects due to the complexity of the manual design. In view of the deep learning evolution [65-67], deep learning-

based edge detection technology also acquires notable progress [68]. 

3.2.1 Edge detection technology based on spectral clustering 

Based on spectral clustering, edge detection technology, which will convert edge detection into an image 
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classification problem. Due to the various traits of the edge and noise, we can detect the images’ edge while 

removing the noise. In 2018, Liu et al. [69] believed that the image classification could help achieve contour 

detection (such as letting the edge divide into Contour and non-contour). Then the sliding window is used to detect 

and classify contours. Furthermore, the random forest foretells whether the centre of a local block is connected to 

the Contour. According to the detection results on the BSDS500 data set, this method improves contour detection 

performance. In 2015, Shen et al. [70] proposed an edge detection technology, namely Deep Contour. Clustering 

and model parameters are fitted to form the contours of the image in this technology. Moreover, the images’ contour 

features are further obtained by conquering strategy and structure forest. The algorithm is tested on BSDS500, and 

the ODS value is 0.757. 

3.2.2 Edge detection technology based on cross-layer multiscale fusion 

The receptive field of the deep features of the image is more boundless, and the semantic information is more 

prosperous. In contrast, the receptive field of the shallow features of the image is smaller, and the position 

information is more petite. In the edge detection technology by multiscale and cross-layer fusion, the shallow and 

deep features of the image are fused into one result, which can make the detected image have richer edge 

information. In 2021, Cao et al. [71] put forward a novel refined the network in depth that combined many 

refinement aspects for getting substantial features for edge detection. In the same year, Huan et al. [72] proposed a 

context-aware tracing strategy (CATS) to detect the edges evaluated by VGG16 in BSDS500. In 2019, Qu et al. [73] 

used Visual Geometry Group (VCF) to detect edges based on Caffe and VGG16. VCF used a fully connected layer 

parameter dimensionality reduction, then cross fusion and cross-layer fusion were applied to extract and refine the 

edges of the image. The experiment results show that ODS is 0.808 in the BSDS500 dataset. In 2018, Lin et al. [74] 

proposed a lateral refinement network algorithm, which is based on CNN and refinement module, using VGG19 

network obtained ODS is 0.816 and 0.761 in the BSDS500 and NYUD-V2 date sets, moreover, using ResNet 

network obtained ODS is 0.820 and 0.760 in BSDS500 and NYUD-V2 date sets. In 2016, Liu et al. [75] designed a 

fully convolutional neural network based on the structural characteristics of each layer, which can let ODS is 0.806. 

3.2.3 Edge detection technology based on encoding and decoding 

Through encoding and decoding to discover the image’s edge is the main idea of the edge detection technology 

utilizing encoding and decoding. The encoding and decoding structure firstly uses operations such as convolution 

and pooling, forming an encoder to encode the image’s contour data, and then forming a decoder by operations such 

as up-sampling or de-convolution decode the image information. In 2021, Tan et al. [76] used encoder and decoder, 

forming a best-seller end-to-end path segmentation system. The encoder gets trait of unequal levels and scales. The 

decoder fused and evaluated image features by scale fusion and scale sensitivity. In 2019, Wang et al. [77] designed 

multiscale trait detection methods based on encoding and decoding structure for fusing two different phases (such as 

low-level and high-level) denotative data. 

Table 3 Comparison of edge detection methods based on deep learning 

Methods Principle Advantage Disadvantage Key technology 

Edge detection technology 
based on spectral clustering 

Turn the edge detection 

problem into an image 

classification problem 

The idea is simple, 

easy to implement, 

and has the ability to 

identify non-

Gaussian 

distributions 

The choice of 

spectral clustering 

parameters lacks 

adaptability. 

Clustering, divide and 

conquer strategy 

Edge detection technology 
based on cross-layer multi-

scale fusion 

Obtain richer semantic 

information by 

combining the shallow 

and deep features of the 

image 

Improve image 

resolution 

The edge 

information of the 

image is easy to 

lose, and the 

amount of 

calculation is 

Edge detector, multi-

scale acquisition and 

fusion 
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large 

Edge detection technology 
based on encoding and 

decoding 

Design a codec to detect 

image edges 

Improve the image 

resolution after 

pooling 

The increase in 

parameters leads 

to a large amount 

of calculation 

Codec 

4. Edge detection evaluation index 

In this section, the edge detection evaluation index has been elaborated. The meaning of edge detection accuracy is 

the probability of whether an edge point is accurately detected. In image processing, edge detection function is 

estimated by MSE, SNR, PSNR, SSIM, Recall, Precision, and Accuracy [78]. SNR is used to respond to the noise, 

and SNR is more considerable, representing more noise in the images [79]. PSNR is the quotient of the medium 

voltage about the peak omen to the noise [80]. MSE shows the average of the sum of squares of the divergence amid 

the pixel equivalent of the detected image and the pixel equivalent of the original image [81]. We mark the structural 

correlation together the detected data with the initial data by SSIM. Recall refers to the number of actual positive 

sample pixels in the original sample that are still predicted as positive samples in deep learning prediction. Precision 

shows the eventuality that the edge pixels generated by the computer are actual pixels [82]. 
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TP
Recall=

TP+FN  (5) 

 

TP+TN
Accuracy=

TP+TN+FT+FN  (6) 

 

 
Precision=

TP

TP FP+  
   

(7) 
 

Where, M  and N  are the image’s width and height, respectively, and n  represents the amount of bits each pixel.  

And x
 as well as y

 are the mean of image x  and image 
y

, respectively. x   as well as y  express the variance 

of x  and 
y

, respectively. xy
 means the covariance of image x  and image 

y
. 1 , 2 , and 3  are constants. TP  

indicates the number of concrete conditions divined being positive aspects, FN  means the amount of front situation 

divined being negative aspects, TN  indicates the amount of adverse conditions divined being negative aspects, and 
FP  expresses the amount of negative aspects positive classes. 

5 Conclusion 

At present, the classical edge detection technologies have begun to merge into edge detection technology based on 
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deep learning. In this paper, we mainly review and summarize classical edge detection technology and deep 

learning-based edge detection technology and classify and summarize them in detail. However, although edge 

detection technology has made meaningful progress, there are still some challenges and research directions in this 

field. 

1) There are fewer data sets for edge detection, and different directions require different data sets. 

2) In deep learning, manually labeling data sets requires a lot of staffing and material resources. 

3) At present, although edge detection operators have begun to be fused in deep learning, the degree of fusion 

is not good enough. In the future, we should further explore adding classical edge detection technology to deep 

learning-based edge detection technology.  
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