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Abstract 

This article systematically evaluates the influence of Artificial Intelligence (AI) on the landscape of Threat modeling in 

cybersecurity. The study involves an extensive review of relevant journal articles, books, and conference papers to 

comprehensively assess the current state of the field. By synthesizing existing literature, we identify and analyze the ways in 

which AI technologies are applied in Threat modeling methodologies. The evaluation explores the strengths and limitations of 

these applications, shedding light on the advancements that have significantly enhanced Threat modeling. Furthermore, the 

research includes a meticulous gap analysis within the existing literature, revealing areas where further investigation is 

warranted. Identified gaps in the current research landscape serve as a foundation for proposing future research directions in 

AI-enhanced Threat modeling. The current literature related to the current landscape of Artificial Intelligence research in 

cybersecurity predominantly focuses on articles and active studies pertaining to the detection and prevention of cyber-attacks. 

However, there is a noticeable gap in the existing literature when it comes to leveraging Artificial Intelligence to enhance 

Threat modeling. While numerous innovative methods have been proposed in recent articles, these predominantly concentrate 

on Threat modeling within specific domains, such as unmanned vehicles, Cyber-Physical Systems, and Healthcare. There is a 

lack of generalization in applying these findings to improve Threat modeling practices more broadly. A promising avenue for 

further research lies in the automation of Threat modeling. Existing literature predominantly emphasizes the study of Threat 

generation areas, leaving other crucial aspects, such as Architecture representation and Model validation, in need of more 

comprehensive exploration and analysis. 

 

© 2023 STAIQC. All rights reserved. 
Keywords: Threat modeling; Artificial Intelligence; Machine learning; Cybersecurity 

1. Introduction 

Threat modeling is a systematic approach employed in cybersecurity to proactively identify and manage 

potential threats and vulnerabilities within information systems. It involves a structured analysis of a system's 

components, data flows, and potential attack vectors to evaluate the likelihood and impact of different security 

risks. By understanding potential threats early in the development process, organizations can implement robust 

security measures to safeguard their assets and sensitive information [1].  

Threat modeling serves as a critical component in the arsenal of cybersecurity practices, aiding in the 

identification and prioritization of security concerns. Threat modeling methodologies allows organizations to 

properly evaluate threats and vulnerabilities [2] [3]. For instance, in the healthcare sector, where the protection of 

patient data is paramount, Threat modeling becomes indispensable.  
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The United States regulatory body, Food and Drug Administration (FDA) is increasingly emphasizing the 

incorporation of Threat modeling practices as part of software development lifecycle of medical devices [4] [5] 

[6]. By doing so, they aim to ensure that these devices are resilient to potential cyber threats, thereby protecting 

patient safety and preserving the integrity of vital healthcare systems. 

One of the key advantages of Threat modeling lies in its proactive nature, enabling organizations to identify 

and protect against the potential security risks before they are exploited by malicious actors [7]. Additionally, 

Threat modeling facilitates informed decision-making for management and technical teams. It aids in resource 

optimization by directing efforts towards addressing the most critical and high-impact vulnerabilities [8] [9]. 

Moreover, Threat modeling fosters a security-aware culture within organizations, encouraging a mindset that 

considers security implications throughout the entire development process. The growing emphasis on Threat 

modeling by regulatory bodies like the FDA reflects a broader recognition of its efficacy in enhancing the resilience 

of vital systems in the face of growing cyber threats. 

 

Artificial Intelligence (AI) concentrates on devising intelligent machines to accomplish repetitive tasks done 

by humans [10]. The general AI aims to maintain the ability to comprehend, understand, and use knowledge across 

various domains. The field of AI has witnessed remarkable advancements in recent years, driven by researches in 

the underlying technologies, revolutionizing industries and domains across the globe [11]. 

 

In this paper, we conducted a systematic evaluation of the applications of the area of Artificial Intelligence on 

the landscape of Threat modeling. Our research involved an exhaustive review of pertinent journal articles, books, 

and conference papers, aiming to comprehensively analyze the current state of the field. Through this extensive 

literature review, we identified and examined the multifaceted applications of AI. Additionally, we performed a 

thorough gap analysis within the existing literature, pinpointing areas where further exploration is needed. This 

paper not only contributes to a nuanced understanding of AI's role in cybersecurity but also proposes research 

directions to address identified gaps, providing a valuable roadmap for future investigations in this critical 

intersection of artificial intelligence and threat modeling. 

2. Methodology 

The literature review involved searching various scholarly articles from recognized journals, academic 

conferences, and books. The search was conducted on the areas of Threat modeling and Artificial Intelligence. 

Majority of the papers used in the study were obtained using Web of Science platform. We also used Google 

Scholar for to ensure better coverage of the scholarly articles. The search string used was a combination of  ‘Threat 

modeling’, ‘threat analysis’, ‘security by design’, ‘Artificial Intelligence’, and ’machine learning’. Various 

combinations were used to ensure we gather all relevant articles. 

3. Literature Survey 

The details of our literature study have been reported here under two sub-sections; Articles on Threat modelling 

and Cyber security articles utilizing AI as they happen to be the two primary areas of our literature review.  

3.1. Threat modeling articles 

In the study of Valenza et. al. [14], the focus is to include human and physical elements in the Threat modeling 

process. Typical Threat Analysis activities include the cyber security aspects. The human aspects involved 

considers the attack triggered by human on the systems that involve significant human interactions. The devices 

installed in remote areas are susceptible to physical attacks leading to critical infrastructure impacts. The study 

includes some of the examples such as attacks on the wind farm, a safe box, and a web server. A new software 

called TAMELESS is also implemented as part of the study to perform Threat modeling. The software is tested in 

various attack scenarios.   

 

The risk assessment framework study of Ekstedt et. Al [15] is focused on Threat modeling of the Enterprise 

Information Technology domain. The study has identified current gaps in the Threat modeling methodologies and 

risk calculation techniques. Outcome of the study involves a metamodel based approach named Yet Another 

Cybersecurity Risk Assessment Framework (Yacarf). It is focused on the Enterprise IT domain and not generalized 

to other domains. The study also provides examples on applying the suggest methodology. 
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Widel et. al. [16] studied the Meta Attack Language and provided the domain specific language’s syntax in 

detail and also semantics to apply the language in different areas. The study aims to formalize the languages to be 

used in different domains. The study also captures various domains where MAL is formally introduced and used. 

Rencelj Ling and Eksetedt [17] studied Meta Attack Language for substation automation systems. The study 

included creating extensions to the language to include threats and assets relevant to the domain. The extension of 

threats used the review of the previous attacks in the substation automation domain. Engstrom et. al. [18] further 

extended the Meta Attack Language in the study for creating AWS domain specific language. The study also found 

that the use of domain specific languages requires less efforts and security expertise of the user performing the 

Threat modeling. 

 

Microservice based application Threat modeling is studied by Wong et. al. [19]. The study indicates 

microservice Threat modeling as an area that needs deep research. Using the STRIDE methodology, the Threat 

modeling is performed for a microservice application based on containers. The identified threats are then listed 

with respective mitigations. Survey method is used to collect the mitigations for the identified threats. 

 

Studies of Azam et. al. [20] provides a privacy perspective for the Threat modeling of autonomous systems. 

The study identifies gaps from twelve different Threat modeling methodologies with respect to privacy 

requirements specified in General Data Protection Regulations. A novel methodology is proposed to include 

GDPR requirements in the Threat modeling. Rodrigues et. al. [21] created a Threat modeling methodology for 

online social networks. The study also evaluates the effectiveness of the methodology on novice users performing 

Threat modeling. The methodology provides is found to be easy for novice users and also helps include privacy 

controls in the system design phase.  

 

Masi et. al. [22] provides a methodology for digital twins for critical cyber-physical systems. The proposed 

method uses a security by design approach. The study also identified that using digital twins for security 

assessments, allowed testing the mitigations before they are applied to production systems. 

 

The Threat modeling methodologies applicable for financial institutions is studied by Alevizos and Stavrou 

[23]. The research indicates a single methodology could help protect the institution’s crown jewels up to certain 

level. A broader security coverage would need combination of methodologies. 

 

Hacks et. al. [24] studied different ways to identify effectiveness of the tests to cover the different security areas 

identified in the Threat modeling. The work also includes a proof of concept of an automated method to calculate 

the test coverage. 

 

The study done by Ansari et. al. [25] proposed a methodology to elicitate security requirements for a business 

requirement. The methodology proposed is compared with previous proposed methodologies using Enterprise 

Resource Planning domain as an example. The STORE methodology is found to be effective in the study compare 

to other methodologies. 

 

Threat modeling of Cyber Physical Systems is detailed by Khalil et. al. [26]. It provides threat detection methods 

based on STRIDE, along with asset identification, and trust boundary identification. The study also includes 

modeling of a microgrid based system on which the novel idea is experimented. 

 

Threats for Unmanned Aerial Vehicles are studied in articles by Almulhem [27]. Threat tree methodology is 

used to create different branches of attacks along with their mitigations. The research also indicates an area of 

improvement in deciding the completeness of the Threat trees. 

 

Threat modeling for Agile software development is studied by Bernsmed et. al. [28]. The study included 

surveys, interviews, and observations methodologies. The outcomes of the study have provided recommendation 

to improving the effectiveness of Threat modeling in agile teams by creating detailed data flow diagrams, proper 

asset identification, and using right software tools for the modeling process.  

 

Apart from the above, the details of the study of other papers have been summarized in Table 1.  
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Table 1 – Scholarly literature on Threat modeling 

Focus area of research Outcome of the Research Reference 

Threat modeling and 

simulation of attacks 

in Industrial Internet 

of Things 

A novel Threat modeling language called Threat 

Response Modeling language is proposed. The 

method includes attacker profiles to make the 

Threat modeling process more realistic and 

relevant to the domain. 

[29] 

Associating Safety 

aspects with Threat 

modeling 

Prioritizing the threats identified considering the 

safety aspects helps to address the critical threats 

first. The impact-based prioritization proposed is 

crucial for healthcare sector. 

[30] 

Automation of attack 

graph generation 

The proposed method generated an attack graph 

based on the system topology and other 

vulnerability data provided.  

[31] 

Threat modeling for 

Industrial control 

systems 

An Machine Learning and Artificial Intelligence 

enabled Intrusion Detection System is required to 

mitigate the threats significantly in Industrial 

Control Systems. 

[32] 

Threat modeling for 

hardware IC supply 

chain 

The study proposed a game-based methodology 

for identifying threats in hardware supply chains. 

The proposed method is tested by university 

students and lacks the practitioners view of the 

effectiveness. 

[33] 

Using Markov 

Decision Process in 

Threat modeling using 

Attack Trees 

Probabilistic method checking enhances the 

capability of Attack Trees in performing detailed 

security analysis. Input to the probabilistic system 

needs to be in a specific format. Converting 

architecture diagrams to such formats is not 

considered in this study. 

[34] 

Domain specific 

Threat modeling for 

Miniaturized Wireless 

Biomedical Devices. 

The study provides a user centric Threat 

modeling methodology for wireless miniaturized 

devices. The proposed methodology is compared 

against other generic methodologies used today. 

The outcome of comparison indicated the 

proposed methodology to be sufficient to disclose 

threats and easy to apply. 

[35] 

Data driven threat 

analysis for cloud-

based applications 

A Threat modeling process names d-TM 

proposed in the study considers data as the 

primary asset. The research is applied to a cloud 

system to identify relevant threats. The threats 

identified targeted the business and management 

data. 

[36] 

 

 

3.2 Articles on adoption of Artificial Intelligence in Cybersecurity 

 

A survey was conducted as part of the research by Wazid et. al [37] to identify the uses of machine learning by 

the cyber security industry and vice versa. The research has identified new areas such as securing the machine 

learning data using cyber security and improving the accuracy of the algorithms to make better use in the cyber 

security domain. 

 

Automation of the risk management for threats in the insurance domain is studied by Althar et. al. [38]. The 

proposed model maps the customer requirements to Common Weakness Enumerations. The mapping is done using 

a Machine learning model to ease the mapping process. This approach requires updates to the model based on the 

change in the vulnerabilities data published by the industry and regulators. 

 

Zhang et.al [ailit06] conducted a survey of previous academic literature on the amalgamation of AI and cyber 

security. Research concluded that a combination of human intelligence and AI works better in the cyber security 

domain, especially to protect against the real time attacks. 
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In their study of adversarial attacks based on explainable AI, Kuppa and Le-Khac [40] provided various attacks 

that are possible from the additional information provided by the explainable AI models. Identifying mitigations 

to such model extraction attacks is one of the major future research objectives found in the study. 

 

Wang et. al [41] proposed a generative AI threat model to protect against software supply chain attacks. The 

proposed method uses ChatGPT and other attack matrix to build the threat model. Verification of the proposed 

model along with the expert review indicated that the method proposed can help identify software supply chain 

attacks and provide the defense strategies.  

 

Various attributes of the ChatGPT application is studied by Godde et. al. [42] in the area of medical publishing. 

The study found that it was not accurately possible to distinguish between generated text and human created text 

in journal articles. The research indicated need for a strict and clear regulation for review of the published articles 

to be identified as created using ChatGPT or by a human intelligence. 

 

Study by El Mendili et. al [43] combines the detection of fake social media profiles and also the spam messages 

being spread by those profiles. The method proposed has high accuracy and lesser loss compared to similar 

algorithms proposed in other studies. The method is limited to Twitter application and not generalized for other 

applications. 

 

In addition, Table 2 summarize the details of the study of other papers.  

 

Table 2 – Scholarly literature on Artificial Intelligence 

Focus area of research Outcome of the Research Reference 

Threat modeling for 

AI ML based systems 

A new methodology STRIDE-AI is proposed that 

is extended version of STRIDE methodology. 

There are not many ML-AI specific threats or 

countermeasures available in the literature. The 

study indicates need for Threat modeling 

methodologies for AI-ML areas. 

[44] 

Addressing the cyber 

security attack issues 

in the home based IoT 

devices using machine 

learning approach. 

Method considers both service providers for IoT 

home based system and the users of the system. 

The proposed methods require user cooperation 

to provide accurate survey data. Inaccuracy of the 

data can lead to non-optimal algorithm. 

[45] 

Detection of malicious 

DNS messages using 

machine learning 

models. 

The article proposes an intrusion detection 

system. The method works with hybrid learning 

methodology and requires less data to learn. The 

accuracy is high close to hundred percent. 

[46] 

Natural Language 

Processing based 

Threat analysis for 

healthcare systems 

Proposed method uses Natural Language 

Processing abilities to parse the widely available 

documents from the internet. The result of the 

processing is used as a Threat library for 

assessing the healthcare systems. Relying on the 

documents from the internet could be biased in 

some cases and not very reliable. 

[47] 

Applications of AI in 

cyber security 

The study focuses on several sub-domains of 

cyber security such as intrusion detection, 

network security, fraud detection etc. Review of 

the included articles does not have any reference 

with respect to security by design or Threat 

modeling. 

[48] 

Study of attacks on 

machine learning 

models and proposal 

of a secure data 

analytics method 

The study involved research of previous articles 

on the different attacks on the machine learning 

models. The proposal in the study includes 

different machine learning models that perform 

secure data analytics. The comparisons of these 

[49] 
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various methods using different parameters are 

provided. 

Identification of 

insider threats using 

machine learning 

The research proposes a method to train a 

machine learning model to learn insider behavior 

based on the organization’s user activity data. 

The end product then categorizes the actions 

performed by the users as malicious.  

[50] 

Improving efficiency 

of attack detection in 

software defined 

networks using deep 

learning 

The proposed method includes use of deep 

learning to extract the hidden features of the 

intrusions on the software defined networks. The 

mitigation technique proposed can reduce the 

attack surface by protecting the network. 

[51] 

 

4. Current Status and New Related Issues 

The research conducted so far in the areas of Threat modeling and AI has shown various novel ideas and 

enhancements. Various domains such as healthcare, cyber physical systems, autonomous vehicles, and critical 

systems were studied. Few research also concentrated on automation of Threat modeling. Most of the Threat 

modeling research are concentrated on creating models specific to the domain. We could find few papers that 

provide generalized ideas to improve the Threat modeling. 

 

Based on the review we identified below issues present in the current research: 

• Generalized Threat modeling methodologies are not always helpful in identifying domain specific threats. A 

metamodel based approach needs to be applied to every domain for Threat modeling. 

• The research area on applications of AI in Threat modeling needs more contribution, as this currently lacks 

research. 

• Threat rating methods consider the impact and likelihood. However, impacts such as safety are not considered 

in prioritization. 

• Human aspects are important in any type of attacks on the cyber physical systems and the current methods do 

not always consider these in Threat modeling. 

• There is a lack of formalization and awareness of the Meta Attack Language, and few efforts are made to 

detail the possibilities of using such tools to automate Threat modeling. 

• Microservices Threat modeling area needs more research as this is the vehicle for delivering lightweight 

applications in cloud. 

• Privacy aspects are not always integrated in the Threat modeling, and few have put effort to define ways to 

solve this issue. 

• Mitigating the attacks on machine learning models that are built with explainable AI are an area that needs 

more research. 

5. Research Gap 

• Current research on Artificial Intelligence in the cyber security domain has many articles and active studies in 

the area of detection and prevention of cyber-attacks. There is limited literature available in enhancing Threat 

modeling using Artificial Intelligence. 

•  Several novel methods proposed in the articles concentrate on Threat modeling of solutions created in specific 

domains such as unmanned vehicles, Cyber physical systems, and Healthcare. Generalization of the such 

research to improve the Threat modeling is lacking. 

• Automation of Threat modeling has scope for further research as current literature includes majority of study 

on the Threat generation areas. The other areas such as Architecture representation, and Model validation 

need more research. 

6. Research Agendas 

Based on the conducted literature review, we have identified below agendas: 

• Investigate role of Artificial Intelligence in creating the system architecture representations in the Threat 

modeling process. 

• Explore the area of threat identification using Artificial Intelligence to provide advanced threats as part of 

Threat modeling. 

• Develop methods to reduce the generation of false positive Threats by using Artificial Intelligence. 
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• Propose automation possibilities in different stages of Threat modeling using Artificial Intelligence. 

• Explore the possibility of integrating Generative Artificial Intelligence in the Threat modeling process. 

7. Conclusion 

This systematic evaluation has provided a comprehensive overview of the impact of AI on the landscape of Threat 

modeling in cybersecurity. Through an exhaustive review of pertinent journal articles, books, and conference 

papers, we have illuminated the diverse applications of AI in Threat modeling. Our analysis has revealed the 

strengths and limitations of current AI-driven Threat modeling methodologies, highlighting the gaps in the current 

literature. We critically evaluated the articles and have provided a detailed review of the same. Based on the review 

of the articles, we defined different research agendas that we plan to work further to contribute to the area of 

application of AI in Threat modeling.  
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